SALASTATUD TEABE KAITSE

MIDA PEAKS TEADMA

AlI-OHTUDEST?

Tehisarul on paljude hivede koérval ka mitmepalgelised ohud.

Andmehalduse ja kliberturvalisuse reeglites peab olema
maaratud Al-lahenduste kasutamise poliitika.

Al-lahendustega teavet jagavad organisatsioonid peavad
oma to6tajaid koolitama, et nad oleksid véimelised
tehisintellektiga kaasnevaid ohte maandama.

Tehisaru (AI) annab avalikule sektorile, eraettevotetele ja liksikisikutele suurepérase
vdimaluse luua lisavéirtust, parandada tooprotsesse ja kannustada innovatsiooni.
Kuid voimaluste korval seisavad alati ka olulised riskid, mis voivad vale haldamise
vOi hooletuse korral tuua kaasa méarkimisvaarset kahju isikutele, asutustele ning tihis-
konnale laiemalt.

Tehisaruga kaasnevad ohud nduavad oma teavet Al-lahendustega todtlevatelt organi-
satsioonidelt siisteemset mdtestamist, tugevat riskijuhtimist ning selgete poliitikate ja
turbemeetmete rakendamist. Seetdttu tuleb Al kasutamisel riske maandada nii riigi
kui ka organisatsiooni tasemel, rakendades selleks puhuks Al kasutamise strateegiat
ning selle alusel loodud organisatsioonilisi, eetilisi, juriidilisi ja ka tehnilisi meetmeid.

Suurimad ohud AI kasutamisel jagunevad viie valdkonna vahel: andmelekked, vale
treening, kiiberriinded, valeinfo levitamine ja manipulatsioon.

Al kasutamine koérge Andmelekked kujutavad endast otsest ohtu salastatud vdi muule
riskiga, tundliku, eriti tundlikule teabele, nditeks drisaladustele. Tehisaru vajab keelemudeli
aga just salastatud treenimiseks suurtes kogustes andmeid, mille seas vdivad olla tund-
teabe t66tlemisel peab likud, isiku identifitseerimist voimaldavad vdi strateegiliselt tdhtsad
pohinema teadlikul ja andmed. Kuigi seadusandlikud vdi lepingulised kohustused ei luba
kaalutletud otsusel. selliseid andmeid otse avaldada, suudab Al-lahendus sellesse korra
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juba sisestatud teavet ikkagi kasutada ning oskusliku kiisimise korral
ka kolmandatele osapooltele vilja anda. 2023. aastal raputas tehno-
loogiamaailma juhtum, kus Samsungi to6tajad sisestasid drisaladusi
juturobotivestlusesse, mis muutis need potentsiaalselt kittesaadavaks
teistele kasutajatele. Teada on ka juhtum, kus patsiendi andmed jéeti
kaitsmata pilveserverisse, kus kdrvalised isikud neile ligi paédsesid.

Selliste lekete véltimiseks tuleb ldhtuda teabe tervikliku infoturbejuhtimise printsii-
pidest ning rakendada andmekaitse- ja privaatsusmeetmeid, nagu pseudoniiiimimine,
anoniiimimine ja andmeminimeerimine.
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7.
Pseudoniiiimimine Anoniiiinimine Andmeminimeerimine
Reaalsete isikute andmed P66rdumatu tegevus: Isikuandmete t66tlemist vahen-
asendatakse voltsnime- isikuandmeid muudetakse datakse, piirdudes ainult
dega v0i koodidega, mis ei v0i need kustutatakse nii, nende andmetega, mille t6o6t-
ole otseselt seotud isiku et neid ei saa enam seos- lemiseks on tegelik vajadus
tegeliku identiteediga tada reaalse isikuga
Andmelekete ennetamiseks ja tuvastamiseks on vaja organisatsioonis kehtestada info-
halduse ja kiiberturbe poliitikate osana Al-lahenduste kasutamise poliitika ja ligipaa-
supiirangud Al-lahendusele ning rakendada logimist, monitooringut ja anomaaliate
tuvastamist. Hea tava on jiargida andmekaitse aluspdhimotteid juba enne lahenduste
kasutusele votmist.
Vale treening on iiks suurimaid riske suurte keelemudelite arendamisel. Kui mudelit
treenitakse enne kasutuselevottu kallutatud, ebatépsete voi tundlike andmetega, voivad
selle viljundid peegeldada samu vigu. Selline viga ei ole pelgalt tehniline, vaid vdib
mojutada otseselt inimeste digusi ja usaldust siisteemi vastu.
Keelemudelite Niiteks muutus Microsofti eksperimentaalne Twitteri juturobot

treenimine ja

Tay vidhem kui 24 tunniga rassistlikuks ja seksistlikuks, kuna dppis

rakendamine peab sotsiaalmeedia kasutajate pahatahtlikest sisenditest. Veebirobot tuli
toimuma eetiliselt ja seetdttu kiiresti vorguiihendusest eemaldada. Niiteid saab tuua ka
jarelevalve all, et valtida sellest, kui Al-lahendused annavad faktide asemel enda viljamdeldud
salastatud voi muu vastuse, kuna nad on dpetatud andma positiivseid vastuseid, et mitte

tundliku teabe lekkimist  tunnistada vastuse andmiseks vajalike andmete puudumist.
ning Uhiskondlikku kahju.

Valest treeningust tuleneva ohu vihendamiseks on oluline treenimisel
kasutada kvaliteetseid, mitmekesiseid ja esinduslikke andmekogu-
meid. Seejuures tuleb kontrollida andmete puhul nende kvaliteeti ja
paritolu, lahenduse enda komponentide puhul aga lisaks ka vdima-
likku kallutatust analiiiisimisel. Hea mote on mudeleid enne kasu-
tusele vOotmist valideerida ja testida erinevais stsenaariumeis. Korge
riskiga siisteemides tuleb tagada piisiv inimjérelevalve.

Kiiberriinnete oht kasvab kiiresti koos Al arenguga. Al-d saab kasutada pahataht-
likel eesmaérkidel, niiteks turvaaukude leidmiseks voi isegi pahavara loomiseks. On
dokumenteeritud juhtumeid, kus AI genereeritud kood suudab viltida traditsioonilisi
viirusetdrjeprogramme. Mitmed raportid on juhtinud tdhelepanu, et AI-d kasutatakse
kdigis kiiberriinnakute faasides alates planeerimisest teostuseni.

Hékkimisohu vihendamiseks tuleb rakendada tehnilisi turvameetmeid, nagu tule-
miiiirid, kriipteerimine ja tuvastussiisteemid. Regulaarsed turvaauditid, haavatavuste
testimised ja riindeanaliiiis on samuti tShusad meetmed. Sarnaselt mistahes muu siis-
teemiga on oluline turvapaikade digeaegne rakendamine. Hea on rakendada tildist
kiiberturvalisuse riskihalduse metoodikat ning pidevat jérelevalvet.

Valeinfo levitamine on Al iiks keerukamaid ja ithiskondlikult ohtlikumaid aspekte.
Al-mudelid suudavad luua veenvalt kolavaid tekste, helisid ja videoid, mis vdivad
sisaldada faktivigu vdi olla sihilikult eksitavad. Adrmuslikul juhul vdidakse kehastuda
ka autoriteediga isikuks, kellena edastatakse eksitava infoga korraldusi. Valeinfo oht
on eriti suur riikidevaheliste konfliktide, valimiste voi kriisisituatsioonide ajal. Naiteks
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on Al abil loodud valeuudised mdjutanud valimiskampaaniaid nii Moldovas kui ka
lirimaal, kus on tekitatud paanikat seoses véljamdeldud siindmustega. Harvad pole ka
ndited juhtumitest, kus Al abil on suunatud isikuid tegema ebaratsionaalseid otsuseid,
nditeks kandma raha kurjategijate kontole.

Valeinfo levitamisest tuleneva ohu vidhendamiseks tuleb AI lahendusi kasutaval
organisatsioonil rakendada faktikontrolli mehhanisme ning sisukontrolli ja siiva-
voltsingute (deepfake) tuvastamist. Lisaks on oluline valeinfot levitavate kontode kiire
tuvastamine ja eemaldamine (nt sotsiaalmeediaplatvormidel). Lisaks on hea méirgistada
Al abil loodud sisu ning rakendada inimjérelevalvet loodud info adekvaatsuse hinda-
miseks. Kindlasti on vaja suurendada inimeste teadlikkust ja kriitilist motlemist, et
teha vahet parisinfol ja peidetud eesmirki kandval valeinfol.

Manipulatsioon viitab AI vdimele mdjutada inimeste otsuseid, emotsioone ja kéi-
tumist. Cambridge Analytica juhtum niitas, kuidas algoritme saab kasutada valijate
psiihholoogilise profiili loomiseks ja nende sihitud mdjutamiseks. Al suudab luua
isikustatud sisu, mis v0ib olla emotsionaalselt lactud ja kallutatud.

Selliste ohtude leevendamiseks on esmatéhtis ldbipaistvuse ndue: igal kasutajal peab
olema digus ja vOimalus aru saada, kas talle suunatud materjal, suhtlus v3i otsus on Al
tehtud ning milliste pSdhimdtete alusel. Selleks peab tehisaru kasutav organisatsioon
teadlikkust tdstma ning korraldama vajadusel koolituse, et Al kasutajad oskaksid
manipuleerimist tuvastada.

VASTUMEETMED

Vale treening

« Kasuta kontrollitud ja mitmekesiseid andmestikke
» Rakenda andmefiltreerimist ja eelhindamist
« valdi tundlikku voi kallutatud sisu

Andmelekked » Eemalda treeningandmetest salastatud info

« Kasuta sandbox-keskkondi ja piiratud ligipaasu

« Logi ja jalgi mudeli valjundeid
Kiberzrinded « Piira mudeli ligipdasu tundlikule kibertaristule

+ Kasuta rakenduse tasemel autentimist

« Vii 1abi regulaarseid turvaauditeid ja testimisi
Valeinfo levitamine » Rakenda faktikontrolli mehhanisme

» Kasuta sisufiltreid ja modereerimist

« Koolita kasutajaid AI valjunditesse kriitiliselt suhtuma
Manipulatsioon » Margista AI loodud sisu ldbipaistvuse huvides
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» Piira personaliseeritud sisusoovitusi tundlikes valdkondades
» Rakenda eetilisi sisuloome juhiseid

Al lahenduste itha laiema kasutuselevotmisega muutub kiiberturbemeetmete rakenda-
mine igal tasandil senisest veelgi olulisemaks. Tehisaru kasutamine nduab teadlikkust,
vastutust ja ldbimdeldud turvameetmeid. Ainult ldbipaistva ja turvalise 1dhenemise
kaudu saab Al iithiskonda teenida, mitte seda ohustada.



